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The second law results in the growth of the entropy - in superfi-
cial interpretation this principle presumes that the sufficient en-
ergy inevitably turns into the substandard energy. Order turns
into chaos over time; however, chaos also turns into order under
certain circumstances. The first research objective is to establish
the possible prescientific ideas about the phenomenon - some
philosophical intuitions that have preceded the scientific discov-
ery of the second law and have conformed to it in a certain sense.
It is essential because there are always certain bonds and conti-
nuity in the history of philosophy and science - the correct inter-
pretation of the phenomenon becomes difficult, if not impossi-
ble, without the establishment of such bonds.

Moreover, the main task is to understand what the second law is
and which significance its principal corollaries have. We need to
give the second law a correct interpretation that will allow mak-
ing assumptions about its connection with time in the context of
the initial state problem and about the possible new ways of
modern physics development - in particular, the creation of the
quantum theory of gravity. Two solutions to the entropy and ini-
tial state connection problem are proposed in the context of
the time arrow discussion (G. Calender’s approach to solving
the problem is disputed).
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BTopoi1 3aKOH TEpMOANHAMMKM BbIPaXKaeTCs B POCTE SHTPOMUUN —
B MOBEPXHOCTHOM MHTEepnpeTaLMmn 3TOT NPUHUMM Npeanonaraer,
YTO Ka4yeCcTBEHHAs 3HeEpPrus HEM36EXHO NpeBpaLLaeTCcs B HeKaye-
CTBEHHYO 3Hepruto. MNopsaAoK co BpeMeHeM MpeBpaLLaeTcs B Xaoc,
O/ HAKO XaoC TaKXe MnpeBpalLaeTcs B NOpSaAoK — Npu ocobbix 06-
CTOSTENBCTBAX.

B cTaTbe ycTaHaB/AMBAKOTCS HEKOTOpble AOHay4Hble npeacTaBie-
HUA 0 dpeHoMeHe - dunocopckme MHTYMUMK, KOTOpble MpeaLle-
CTBOBa/IM HAyYHOMY OTKPbITUIO BTOPOrO 3aKOHa W BO3MOXHO
MAENHO UME/IU C HUM KOPPensauum, ¢ TeM 4Tobbl KOPPEKTHO UH-
TEPNpPEeTUPOBATb €ro CNeACTBUS B KOHTEKCTE COBPEMEHHOM ¢pu3n-
KW. 3TO CyLLECTBEHHO, MOTOMY YTO B UCTOPUM punocodun 1 Hayku
BCErga CyLecTBYIOT onpefesieHHble CBA3W U NPeeMCcTBEHHOCTb -
6e3 yCTaHOBNEHWUS TaKUX CBA3EM MPaBWIbHOE W aKTyanbHoe Wuc-
TONIKOBaHWE SIBNIEHUS CTAHOBUTCS 3aTPYAHUTE/IbHBIM, €C/IM HE HEBO3-
MOXHbIM. OCHOBHasl Lie/Ib UCCIEN0BaHMS 3aK/IHOHAETCS B KOPPEKT-
HOM MOHWMaHMM BTOPOro 3aKoHa W Kakoe 3HayeHWe UMEIT ero
OCHOBHble cneacTBus. s 3toro HeobxogMmo patb Btopomy
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3aKOHY MPaBUJIbHYIO MHTEPNPETALMIO, KOTOPas NO3BOUT cAenaTh
NPeANOIOKEHUS O €ro CBS3U CO BPEMEHEM B KOHTEKCTe npobne-
Mbl HaYaJIbHOTO COCTOSIHUSI U O BO3MOMHbIX HOBbIX MYTSX Pa3Bu-
TUS COBPEMEHHOM GU3MKKM, B YaCTHOCTU KBAHTOBOW rpaBUTaLLMW.
Mpepnaratotcs Aa peleHns Npo6aeMbl CBA3M SHTPOMUU U Ha-
4aNIbHOTO COCTOSIHUS B KOHTEKCTE AUCKYCCUM O CTPeie BPEMEHMU.

KntoyeBbie ¢/10Ba: BTOPOW 3aKOH TEPMOAUHAMUKM, SHTPOMMS, KOCMO-
Norus, CTpena BpeMeHu, rpaBuTaLmsl, KBaHTOBbIE GyKTyaLmm

Problem Statement

The second law of thermodynamics has been the subject of lots of stud-
ies. Here are some of the most relevant monographs, which deal with
both the history of the issue and the contemporary significance of
the law and its statements: [Attard, 2012; Blundell, Blundell, 2009;
Borgnakke, Sonntag, 2012; Grandy, 2008; Greven, Keller, Warnecke
(ed.), 2003]. However, these studies mostly research the problem from
only physical positions regardless of any philosophical interpretation
that would establish the meaning and significance of the phenomenon
from a philosophical point of view. In other words, the second law and
its consequences do not generally have disclosure in the historical and
philosophical contexts.

We can define the entropy as the measure of orderliness (or disorder-
liness). Since it is evident that the concept of the disorder itself is vague
and ideational, it could be defined as a minimum level of order (that is,
in fact, the absence of order). However, in this case, we should specify
the orderliness as a way to avoid the tautological definitions.

It is difficult to talk about entropy without connecting it to time be-
cause all the physical processes take place in time (the problematic of
time and its possible connection with entropy are very important here,
which will be discussed separately)!. Moreover, it is not clear whether
time itself is a physical process? since there is no clear and unambivalent
definition of time. The connection in a strong sense means that it is one
and the same or one is a corollary of the other. The probability of such
a connection exists. The point is that the concept of “time” is purely
ideational, reflecting the man’s ideas about something which has been
generating since ancient times - something inequable and transitory
throughout life, about destruction and self-organization. Actually, it may
have been an intuitive idea of entropy and evolution. This is a very bold

1 According to the problem of time in the context see the recent works [Callender,
2017; Bardon, Dyke (eds.) 2013; Albert, 2003; Whitrow, 2004; Arshinov, 2013, pp. 4—
24; Sevalnikov, 2018, pp. 73-77; Karpenko, 2016; Landes, 2000; Smolin, Unger, 2014].
For example, the space-time is under review in the General relativity theory, but it can
be hardly called the process.
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statement, and I do not intend to defend it, but my point is that the earlier
intuitions, which in some generalized and primitive form designate some
complex phenomena that later receive mathematical study and experi-
mental description, may precede the scientific discoveries.

The ancient philosophers have already had an idea of something that
we now call the fundamental laws of nature. These have been the notion
of some principles, the arches that govern the world. Interestingly, in some
cases, these principles have meant exactly what we would now call
the self-organization or the growth of entropy - the laws, which establish
the order?® and eventually pass it into the disorder.

Anaximander's apeiron is that beginning - it origins everything and
everything obeys the rule of “justice”: at the appointed time objects turn
into what they arise of.

Empedocles names the two fundamental principles — love and strife.
While love prevails, the self-organization occurs - the connection of ele-
ments into the complex structures. But then strife begins to prevail, and
everything breaks into primary components. The Empedocles’s universe
is cyclical: chaos replaces order and so on ad infinitum.

Philolaus shows another example: he mentions such a fundamental
principle as harmony, which puts the substance into shape. Anaxagoras
offers one more fundamental principle - Nous (Mind).

Even earlier mythological ideas, which have been later developed in
philosophy, theology, and science, have contained the ideas about a cer-
tain arche, responsible for the management of ordered structures (and the
ideas that claim the existence of a certain principle responsible for the de-
struction).

We could find many examples, but it is crucial that some primary,
primitive intuitions about what we now call the low-entropic state and the
growth of entropy have existed for a long time (of course, these are not
the exact correlations).

Of course, if many different dictionaries contain different meanings
of the terms, it becomes extremely difficult to prove that terms are the
same. The problem of choosing a dictionary occurs - since terminology
does not really reflect or describe phenomena, it turns out to be just
a matter of agreement between scientists. For example, to describe physi-
cal reality one can use the terms “particle” or “field” (or string, ripples,
etc.), can talk about the gravitational attraction or the curvature of space.
All these are intuitively different things, but they apply to the same physi-
cal reality, which can be described in different terms but still lead to
the same results of experiments.

Another example is the whole Democritus’s intuition that the world
is atoms and emptiness. His idea seems correct to us although it is for-
mally entirely wrong considering the meanings of Democritus’s atoms

3 In general, the fundamental law, which determines the origin of the order, does not exist.
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and emptiness. However, the modern Standard Model of Elementary Par-
ticle Physics [Nagashima, 2013; Schwartz, 2013] is a mathematical appa-
ratus that allows us to effectively describe the observed reality while,
in fact, it understands particles as points that can be infinitely small* -
these are not physical objects but the mathematical abstracts. The one-
electron theory of Feynman and Wheeler [Feynman, 1949, pp. 749-759]
could be just as an exotic example. This theory states that there is only
one electron traveling back and forth in time and allows us to make rea-
sonable predictions about our reality.

Significantly, it is possible to describe the physical reality in various
ways, which allow us to give the correct, consistent with the results of the
experiments. This means that the physical reality itself is not yet clear to
us, same with whether it can be established unambivalently>. The ancient
philosophers have also intuitively understood this by mentioning that
feelings do not give us reliable knowledge (Parmenides, Zeno, Melissus,
skeptics, Plato and Aristotle have references to this, similar ideas can be
traced in both Medieval and Modern times philosophies). Even the idea
of George Berkeley that the existence means being perceptible does not
mean that the very perceived reality is the true reality. It can be made up
and consists of what we are just able to perceive [Berkeley, 1978, p. 326].
Kant articulates the problem most clearly by distinguishing the phenome-
nal and the noumenal - the knowable and the uncognazable, things
in themselves. In this context, his idea that time and space are a priori
forms of sensibility, but not the real physical objects is very essential
[Kant, 1994, pp. 56-58].

Therefore, we need to be extremely careful while bonding the en-
tropy, which is a quite clearly defined concept in physics, and the time,
which is something that precedes any strict scientific concepts, vague and
intuitive. Moreover, we stumble upon the mentioned above inevitable pro-
blem while interpreting the phenomenon of entropy from a philosophical

4 This is the reason of failure to bond the quantum field theory and the General relativ-
ity theory and to create a gravity theory of full value. The Standard Model assumes
that particles could be arbitrarily small, so the quantum fluctuations increase indefi-
nitely, and the GR space drops its smoothness while particles’ reduction to ever
smaller scales. All that leads to the infinities in the solutions of the combined equa-
tions of both theories. The superstring theory tries to solve this problem by imposing
restrictions on the particles sizes that means turning them not into the abstract mathe-
matical objects but the actual physical ones with their limiting length (Planckian
length).

5 The question is whether the reality should somehow be unambivalent. Different
(mathematical) descriptions may be simultaneously true. This means that our intu-
itive model of the fixed physical reality, which must have the only correct terms to
be somehow unambivalently described in, may turn out to be itself incorrect (the du-
ality of completely different theories, discovered by Edward Witten, Juan Martin
Maldacena and others, for example, proves the above mentioned, see more on this
further).
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point of view - if it is, in fact, possible for us to understand what is be-
hind this phenomenon and how our intuitions approach the essence of
the matter®.

The Core of the Second Law

It is well known that in 1824 the engineer Sadi Carnot has formalized the
second law of thermodynamics while handling the tasks of a purely prac-
tical nature, without any relation to basic science. He has found that the
steam engine working process is irreversible — a certain amount of energy
is always lost during its operation. Later, Rudolf Clausius has defined
the concept of entropy. His idea has been based on the statement, which is
a truism for us - the heat can never pass from a colder to a warmer body.
A reverse process occurs - the equalization of temperatures in time,
which is irreversible. That is, a colder body will not become even colder,
but only hotter — during their interaction.

Clausius has realized that he had discovered the new law of nature.
It can be formalized as follows: the entropy of an isolated system either
remains constant or increases in time. Entropy is a specific quantity:
the amount of heat divided by body temperature. Entropy reaches a maxi-
mum when the temperature equalizes (equilibrium).

Before Ludwig Boltzmann, no one had associated entropy with
atoms. It had been considered as some kind of separated independent
force. Atomism has not been popular. Boltzmann has proposed a new for-
mulation, which is consistent with modern ideas. His idea identifies
the entropy as the number of microscopic system states, which are indis-
tinguishable from a macroscopic point of view. Such an understanding is
possible only through the acceptance of atomism. Let’s have a case imag-
inary experiment in order to clarify it. Following the practice of Eurytus
as of Aristotle’s records [Aristotle, 2016, 1092b, pp. 14—15] we take a set
of small stones. For example, four of them. We will throw them and each
time they will fall differently and sometimes (rarely) form the correct
square. All other states are chaotic for us and therefore indistinguishable
from each other, but the only one is in order. Now we take a set of a hun-
dred stones in order to get the shape of a horse. While pouring them again
and again to the ground we will never get the shape of a horse (or will,
but we would have to wait for a long time, perhaps longer than the Uni-
verse exists). All these piles with variously located stones are indistin-
guishable to the observer. But when we finally get a horse shape, we will

6 In favor of science, it is important to mention that the approaching is nevertheless
close - the very successful in experiments theories are the evidence of that. We discuss
more towards if this approximation is infinite.
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distinguish it from the pile. Similarly, a sand pile can be poured over and
over again and all these piles will be the same, they will not fold into
something other than a pile - for example, into a sandcastle. This is
the core of Boltzmann entropy: there are many more ways to create dis-
order than to create order.

Entropy here may seem like just a focus reflecting a lack of knowl-
edge about the entire system. If we could keep track of all the stones
and the sand piles then, of course, all the piles would be different for us.
This is indeed the case. But the matter is that Boltzmann has introduced
the elementary particles into the case, which are just impossible to keep
track of.

The Heisenberg’s uncertainty principle is the matter. It states that si-
multaneous measurement of the particle momentum and its position
are impossible. The more accurately we define one of the parameters,
the more uncertain the other becomes. The wave function describes the
particle’s behavior, the Schrédinger equation - its evolution over time.
It is basically impossible for us to know the location and the speed of
movement (including direction) of the particle before the measurement.
After the measurement the particle’s previous way and location are inde-
finite, we cannot turn the system into the initial state (on the problem of
measurement in the quantum mechanics see [Belavkin, 2000, pp. 101-
129; Braginsky, Khalili, Thorne (ed.), 1992; Greenstein, Zajonc, 2005;
Wheeler, Zurek (eds.), 2014], i.e., this process is irreversible’.

The only probabilistic® prediction is available - we can predict
the particular result in most cases. In other words, the microcosm is unob-
servable in an uncontrollable state. Our measurement violates its free
state and gives us nothing (from the classical-physical point of view)
about its initial state. The quantum fluctuations (the constant birth and an-
nihilation of virtual particles) affect the state of the microcosm and com-
plicate everything with these basically random processes.

Thus, the complete knowledge of the microscopic systems is impos-
sible. That is, the microscopic states are basically indistinguishable
macroscopically. The more elements are in the system, the more sets of
indistinguishable states are there.

In connection to this, it is suggested that the quantum measurement determines the ar-
row of time (since it is irreversible). However, classical physics (Newton’s mechanics)
is completely reversible. Its laws work in both directions, it does not distinguish
the direction of time.

8 It is important from a mathematical point of view that this is not about the classical
probability, but about the complex-valued.
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Entropy and Time

Henri Poincaré in his famous recurrence theorem ([Poincaré, 1890, pp. 1—-
270], proof by [Carathéodory, 1919, pp. 580-584], version for quantum
mechanics [Schulman, 1978, pp. 2379-2380]) has shown that any system
will return to its initial state after a particular time. The recurrence time of
the above mentioned four elements (a square of stones) system is rela-
tively small - there are not many ways to arrange them in a closed loop.
However, the recurrence time also increases with the number of elements.
In the system of a hundred elements it is enormous - up to the billions of
years. Nevertheless, it is important that any system, even a very complex
one, will return to its initial state according to the theorem - you just need
to wait long enough (maybe infinitely from a mathematical point of
view). But this means the following: high entropy state will return to
alow entropy state in some time. A contradiction surely known to
Poincaré is obvious here - according to the second law of thermodynam-
ics the entropy of an isolated system either increases or remains un-
changed. But his theorem has stated that a washed away by the sea sand-
castle would reappear sooner or later, i.e., a high-entropic state will
inevitably turn into a low-entropic one.

The acceptance of the cyclic model of the universe® can resolve this
contradiction. According to the idea of the theorem, which is, by the way,
consonant with the idea of the Nietzsche’s eternal recurrence, the system
should return to the same state, but it will also turn into all its various
possible configurations including inevitable reiterations on the way to it.
This makes perfect sense: with regard to the infinite time, any finite set of
elements must reconfigure to all possible variations including infinite re-
iterations and the fluctuations turn to be the exiting the high-entropic
state - the random low-entropic inevitable in the statistical mechanics’
configurations.

Here lies the problem of a bond between entropy and time. The fact
is that the transition from a high-entropic state to a low-entropic state
does not mean a time reversal. While observing the self-organization of
the matter, we do not observe (and basically could not observe) the pas-
sage of the reversed time, the turnaround of the arrow of time.

The following case imaginary experiment will help us to indicate
the possible bond between entropy and time. We need to try to imagine
that time has stopped. A separate question is whether it is conceivable at
all (if, for example, we adopt the Kantian position that time is an a priori

9 The idea of the cyclical universe is a very early one and has been already mentioned
by the ancient philosophers (Pythagoras, Epicurus, the Stoics, and others), as well as
in various mythologies.
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form of sensuality then the stopped time means the perception termina-
tion, the death of the observer).

Nevertheless, let us assume that time has stopped!?. Is it possible to
imagine that some processes continue to occur then? There is only
a frozen moment!! of the present, a static blink, the future does not come,
it does not become the past. Of course, it is impossible to observe this
moment because the observation is a process and all processes that we
know from a macroscopic point of view occur in time. But let’s suppose
that it has happened. In this case, no processes occur. But the absence of
processes is comparable with the maximum entropy state that is when
the temperature is close to absolute zero. At this temperature no processes
can occur, the entropy is maximum. However, the universe with the max-
imum possible entropy does not actually seem to have an absolute
zero temperature due to quantum fluctuations - it will be very low, but
higher than zero. By the way, this perhaps explains the impossibility of
the “frozen moment” - a state of absolute zero cannot be reached. It seems
to be possible to associate entropy with time, but there is one problem.
Quantum fluctuations are the processes and all processes, as we have as-
sumed, occur in time. But since they are always happening, then time
cannot basically stop.

Aristotle, not following Plato, has defined time through the move-
ment (the time is a measure of movement [Aristotle, 2018, IV, p. 11]).
There is a certain sense here in the context of our mental experiment. But
in this case, as follows from our conclusions, time is itself a kind of
process that cannot be stopped. Then the question arises: could this
process ever have a beginning if it cannot have an end?

Augustine is worth recalling here with his solution of the problem of
God’s activities before the creation of the universe [Augustine, 2009, 11,
X, p. 12] - according to him time has appeared along with the creation of
the universe, so there is no point in asking what had been before since
there had been no “before”. But what does absence of time mean? Ac-
cording to our logic - the absence of entropy.

If we admit an inflationary model of the origin of the universe
the processes, which are the cause of inflation, have taken place in the in-
flaton’s field (false vacuum) before the Big Bang, probably caused
the time/entropy. However, can these processes (if they can even be
called the processes) themselves occur in time? If so then the false vac-
uum has a non-zero (and low) entropy. The universe originates as a result

10 In theory, this is real - moving in space at the speed of light is just enough. The only
problem is that the mass of an object does not allow doing this.

11 The lack of the clear explanation of “the frozen moment of the present” becomes an-
other problem. It appears that only acceptance of the time discreteness makes it possi-
ble to explain. The problem implicitly arises in Zeno’s paradoxes, Augustine has men-
tioned it, etc. (see an interesting review [Koyré, 1985, pp. 27-51]).
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of symmetry violation when various interactions (at first, gravitational,
then others: strong, weak and electromagnetic) fall out of the initial com-
mon interaction. I.e., this initial state — before the origin of the universe -
is entirely symmetrical and, therefore, relatively low-entropic because of
the connection between the orderliness and the entropy.

However, the problem is that entropy must increase (according to the
second law of thermodynamics) both into the past and into the future.
Therefore, it should increase from the present moment in both directions
and here the bond with time loses meaning. It turns out that if the arrow
of time is characterized as an entropy growth, then both directions - for-
ward and backward - are our future. But the truth is that we remember
the past and do not remember the future. Our consciousness maintains
such a characteristic that memory imprints the states with low entropy,
but we do not know the future - we cannot “see” the states with the pre-
dictable higher entropy (the disorder will increase).

Appealing one more time to Kant, it could basically be reckoned as
just a characteristic of our consciousness — to arrange the events in a cer-
tain way in time and space, but this does not concern the real events. This
idea is also consonant with the General relativity theory where the notion
of a single space-time is under the broad review. Here is the violation of
the principle of simultaneity - the past and the future are not universal,
they depend on the observer’s point of view — on his or her position, speed
and direction of movement, local curvatures of space-time. In the GR uni-
verse all the time points and events are already initially preset in a sole
unit of space-time and what happened for one observer in the past is hap-
pening for another one now, for the third one it will still be happening
(on the other side, they cannot inform each other). In this sense, con-
sciousness can only perceive the events, which are already preset in space-
time, locating them on its internal scale of the past/future according to
some reason.

But if we accept the point of view that the past is objective, our
memory is real, then the entropy in the past should have been low. Other-
wise, our memories are not real but the result of fluctuation (very rare but
inevitable in the unlimited time)!2. In other words, if entropy increases
from the present moment into the past and the future then our memories
of how the sandcastle has been washed away, the glass has been broken,

12 Tt would be rather willing to assume that there is a certain threshold value for the fluc-
tuations quantity and the large-scale fluctuations cannot exist. The periodicity of fluc-
tuations, which are locally lowering the entropy, could be detected by graphing an
equation of fluctuations for a container with gas. In general, the entropy remains high,
and there is no chance to observe the large-scale macroscopically distinguishable fluc-
tuations (for example, such as all gas gathering at the one wall). However, this as-
sumption is not possible to justify yet.
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the egg has spread!? are not real because, in fact, we must remember the
reverse processes. So, I, we, including all our memories or the whole uni-
verse, are the result of the rare fluctuation (the spontaneous connection of
elementary particles into the ordered structures), which has arisen all at
once (perhaps, right now). It is difficult to accept such a hypothesis - it is
hardly probable.

It is important to highlight some alternative points of view on
the time problem before we go further to the proposed solution of
the problem. These are the ones presented in two articles by Craig Callen-
der. The first one is devoted to the time arrow [Callender, 1997, pp. 223—
234]. The second one covers the “problem” of the initial low entropy
state and develops the ideas of the first one (the “problem” is in quotes
here because Callender considers this more likely a false problem than
a real one) [Callender, 2004, pp. 240-255]. His first article justifies that
the problem of time direction is the result of an error in the foundations of
statistical mechanics — more specifically, in its initial hypotheses and for-
mulations. The second article relies on the works of Huw Price [Price,
1996], where he uses a similar approach and concludes that the initial
state problem is a consequence of the initial axioms and their following
explanations. 1. e., the hypothesis of an improbable initial state is our in-
correct interpretation of physics and thus it needs improvement. Here
Callender offers the three solutions: “(a) re-write the dynamics so that the
Past State would be generic in the solution space of the new dynamics,
(b) add a new non-dynamical law of nature, or (c) eliminate the measure
making such states abnormal. In other words, we could make the Past
State likely (as a result of new dynamics or not) or make it ‘a-likely’”.
Thus, he proposes to redo the foundations of the theory in such a way that
the initial state does not become improbable but “normal”. I disagree with
him at this point because the initial interpretation of the theory seems
to me quite correct and the numerous experiments prove this. Never-
theless, the possible Callender’s verity still needs to be considered. As
an analogy, we have various interpretations of quantum mechanics:
no matter which one we choose for the basis, the experimental results
stay the same. This suggests a complex philosophical discourse, which is
the subject for separate studies. I assume here that the basic hypotheses
are truel4,

13 This particularly shows that entropy was lower in the past - we never see the sand
castle being built by itself, the whole glass gathers out of its fragments, etc.

14 In a recent work according the same problem [Goldstein, Tumulka, Zanghi, 2016] the
authors follow an alternative path, justifying that the low entropy state associates with
the time arrow and can be same justified, rather than postulated. But, unlike Callender,
they use the justification not of an epistemological nature for this but of a mathema-
tical one (“Toy Model”).
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The idea of Mathias Frisch [Frisch, 2010, pp. 13-33] is also worth
noting: the cause-effect asymmetry caused by the arrow of time is not re-
lated to the physical conditions that determine the second law of thermo-
dynamics and these are, in fact, different processes. Thus, the entropy
growth and the time run are divided!®.

Two Ways to Solve the Problem of the Initial State

The hypothesis about the low-entropic state of the Universe at the mo-
ment of its origin seems more plausible. This theory explains the arrow of
time, the characteristic of our memory and the observations results. But
the problem is that this hypothesis itself needs validation - there are no
obvious reasons why the entropy was low in the distant past since it must
increase indefinitely both into the past and into the future.

I offer two solutions. The first one is a hypothesis about the nature of
time. It is possible to consider time as a kind of fundamental entity, which
has been primarily preset before the origin of the universe. From this
point of view, it is extremely difficult to explain the low entropy in the past
because, as mentioned before, in this case, the entropy should increase
both into the past and into the future. But it is possible (and quite reason-
able, considering that the space-time structure in the initial singular state
is unknown to us and it is only clear that it was not the same as in the ob-
served state) to assume that time in the usual sense arises together with
the Universe. As already mentioned before, Augustine has been the first
to make such an assumption (from an obvious theological point of view -
God has created the world and the time). Thus, if we connect the arrow of
time and the entropy, then it is obvious that the latter should have been
low in the past because the selected reference point had appeared -
the beginning of time. This is justified because the selected point of refer-
ence is macroscopically distinguishable. It certainly differs from all other
possible subsequent states and is therefore low-entropic (towards to these
other states). It is reasonable to assume directly that the end of time is
a state with the highest possible entropy - the universe with a temperature
close to absolute zero. Eventually, the system can be assumed to return to
its original state with low entropy (for example, as a result of fluctua-
tions), which will mean a newly selected time reference point. However,
again, time will not go backward with a decrease in entropy (the local en-
tropy decrease can explain this - for example, we still do the work by

15 Patrick Stokes [Stokes, 2010, pp. 485—507] has a very interesting study on this subject
from a purely philosophical point of view: the author tries to show that the problem of
asymmetric perception of time is a key problem of the Kierkegaard’s “or/or”.
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adding up the stones into a horse shape figure and building a sandcastle
and the total entropy increases).

If we reject the discussion whether the time is some fundamental,
eternal value or arises at some point and is a property of matter, another
way is to analyze the initial state of the universe, namely the Big Bang.

We have used to define entropy as a measure of disorder. However,
this is actually not entirely correct. Let’s replace the stones from our ex-
ample with gas molecules. If they are collected in a small area of space
(for example, in the middle of a container) then, of course, the entropy of
this state will be lower than if they spread in a free state all over the con-
tainer. The most interesting is that the more we tighten the region of
space, i.e., put these molecules into the smaller space, the less will be
the entropy of this state (since we thereby reduce the number of possible
relocations in space). Let’s now suppose that the molecules have formed
the figure of a horse. This is certainly a macroscopically distinguishable
low-entropic state. But the fact is that there are far more ways to arrange
molecules into a horse figure than to collect them in a very small area of
space (less than a horse figure). Therefore, the entropy of the second sys-
tem is smaller. However, we will specifically call the first system (horse)
the ordered one. Here lies the direction for a possible solution to the prob-
lem of a low-entropic initial state of the universe.

The solution is probably in the Big Bang!6. The Big Bang involves
several phase transitions, during which radiation and matter form.
At a certain stage, the gravity also arises (more precisely, it separates
from other interactions). The gravity begins to play an independent role
in the interval between 10™ and 10™* seconds from the beginning of
the universe (even before the inflationary expansion) when symmetry is
broken. We are particularly interested in this moment (the end of the Plan-
ckian era) since the common beliefs of space-time may not make sense
at smaller sizes.

The bond between entropy and order has been discussed above.
The early state of the universe - the state of a hot plasma lump - is diffi-
cult to call the ordered one in the usual sense and it is tempting to say that
this is a state with very high entropy. However, the gravitational effects do
play a role here (including, of course, the level of quantum gravity). The
gravity makes the structures form macroscopically distinguishable config-
urations, so the matter behaves differently in the gravity presence than
in its absence. It loses its homogeneity and begins to gather into clumps
as affected by the gravity (the elements attract each other, the clusters
of elements attract more strongly). Galaxies, stellar systems, stars and
planets are formed from gas-dust clouds as a result of the gravitational

16 We are talking about the hypothesis of the universe origin in the context of the infla-
tionary model proposed by A. Gut [Guth, 1997].
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interaction!”. Thus, the presence of gravity is capable of explaining the
low-entropic initial state.

While discussing the connection between gravity and entropy Cal-
lender [Callender, 2010, pp. 34—-58] also follows a different path with as-
sumption that there is a well-defined Boltzmann entropy, which is able to
increase in some self-gravitating systems. However, he makes a proviso
concerning this being more of a philosophical hypothesis liable for thor-
ough research. Wallace [Wallace, 2010, pp. 513-540] answers him rightly
noting among other things that the role of gravity in the calculation of en-
tropy should be distinguished from the entropy of gravity itself. This is an
important note that we would also like to point out.

Concerning such a solution to the problem, it should be mentioned
that gravity determines the arrow of time, and here we have to raise the
question of the bond between gravity, entropy and time. Such a statement
of the question involves the quantum gravity — the gravitational effects
in the microworld (the quantum description of gravity). The area has been
little researched so far, but some promising ideas do exist, which will be
discussed in conclusion.

Conclusion

The bond between entropy and gravity (and gravity is directly related
to time, the GR is an example) is very promising from the point of view
of building a theory of quantum gravity!8. Obviously, the effects of quan-
tum gravity should play a significant role at the early stages of the origin
of the universe - when it has had the parameters of Planckian values.
The black holes are the objects, for a description of which the quantum
gravity is of particular importance.

The black hole is the limit of gravitational compression of matter.
In other words, the given area of space can imbed a black hole of a given
size and accordingly a certain amount of entropy (the entropy of black
holes is maximum!®). This means that the gravity imposes a limit on the
amount of entropy that can be contained in a particular region of space.

Based on the work of Jacob Bekenstein, Stephen Hawking has estab-
lished [Hawking, 1974, pp. 30-31] that the entropy of a black hole equals
to a quarter of its horizon area (in Planckian units, a Planckian length unit

17 Tt is important that as a result of the appearance of these structures, which seem to be

increasingly ordered (compared with the initial state of a hot plasma with gravity),

the entropy increases as it should.

See, for example, concerning the problem of constructing a theory of quantum gravity

[Herbert, 2009; Oriti (ed.), 2009; Vincent (ed.), 2012].

19 In general, the entropy of black holes radiation is higher than their entropy and the en-
tropy of entirely empty space is even higher.
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can be considered as one bit of information). Thus, the entropy (and in-
formation) is connected not with the volume of a black hole but with its
surface. Later this has allowed Leonard Susskind and Gerard 't Hooft to
show that information about the object is not contained in the object
(in the sense of its volume) but on its surface [Susskind, 1995, pp. 6377—
6396], ['t Hooft, 1993, web]. For example, all information about a three-
dimensional object is contained on its two-dimensional surface (this has
got the name of the holographic principle).

Based on this result?0, Juan Maldacena has established the duality of
two theories of different dimensions, one of which contains the gravity
and the other does not [Maldacena, 1999, pp. 1113-1133]. He has shown
that in accordance with the holographic principle the language of a theory
of another dimension (in a simpler mathematical apparatus), where there
is no gravity, can describe the gravitational theory. This is a purely theo-
retical result that describes the models that are not literally applicable to
our world. But its importance is that due to the equivalence of theories it
allows us to describe the quantum gravity indirectly?21.

The quantum effects are non-local - they act instantly (the bond be-
tween a remote surface and its projection of a higher dimension is non-
local). From my point, the nonlocality of the quantum gravity is probably
a significant argument in favor of the low entropy in the initial state when
these effects have played a key role. The classical ideas about space-time
bonds are not effective when nonlocality appears (in particular, the entan-
glement of particles expresses it) — all the events turn out to be interde-
pendent. The reason for non-locality lies perhaps in the multidimension-
ality of space at the micro level, emphasized in the theory of superstrings
(see on the multidimensionality in theory [Zwiebach, 2009; Yau, Nadis,
2010]), where the additional dimensions open up the new space-time
bonds.

As I have shown, on larger scales the gravitational effects create the
conditions for the low entropy - heterogeneity?2, providing a low entropy
start and an arrow of time. The low entropy start basically may be pre-
ceded by a state with high entropy or may not - the state before “cre-
ation” is entirely symmetrical?3, and it is not at all clear whether such
a state should be considered low-entropic or not. Returning to Poincare’s
theorem, my conclusion is that the state with maximum entropy (when all

20 And also on the important result of Edward Witten [Witten, 1995, pp. 85-126].

21 See the important reflection on the bond between the quantum entanglement and
the gravity [Karpenko, 2018].

22 The studies of the relic radiation show that these heterogeneities may be a conse-
quence of the early quantum fluctuations, but this does not negate the role of the grav-
itational effects.

23 Meaning that the fundamental interactions have not been separated and the recently
observed symmetry violations have not yet happened.
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the black holes have evaporated and only an empty homogeneous space
of elementary particles remains) goes to the state with low entropy, which
becomes a new reference point - because of quantum fluctuations and
gravitational effects. The credibility of this scenario becomes higher if we
consider that we are not talking about some incredibly low-entropic state
(there is no need for it). The entropy of the initial state is still high, but
lower than it becomes after?4,
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